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1 Introduction

Both exhaustivity effects and the so-called ‘de dicto’ iegdare well-known and much discussed topics
in the literature on the syntax and semantics of embeddenhterrogatives. Though the discussion can
be traced back to, at least, Belnap (1963), these phenonmdpaecame really prominent with the work
of Groenendijk and Stokhof (1982, 1984). Criticizing Karten's (1977) adaption of Hamblin’s (1973)
‘set of propositions’ approach, Groenendijk and Stokh&8, 1984) argue that an adequate semantics for
embedded interrogatives needs to account for the (injtatid at least the following inferences:

(1) John knows who came to the party. (2) John knows who came to the party.
Mary came to the party. Sue didn’t come to the party.
John knows that Mary came to the party. John knows that Sue didn’t come to the party.

(3) John knows where one can buy coffee mugé4)
Starbucks sells coffee mugs. John knows who came to the party.

John knows that Starbucks sells coffee mugs.  John knows which students came to the party

(1) and (2) are claimed to be valid. (1) illustrates the sitledaweak exhaustiveeading: ForJohn knows
who came to the partlp be judged true, John (only) needs to know of everybody vamoecto the party that
s/he came to the party. (2) illustrates #teong exhaustiveeading: Fordohn knows who came to the party
to be judged true, John needs to know of all people who canteetpdrty that they came (weak exhaustive
knowledge), and, in addition, that nobody else came to tiny ffirom which he can, of course, conclude
that Sue didn’t come to the party). The most prominent readinlohn knows where one can buy coffee
mugsis called thenon-exhaustivgéor mention-somer existentia) reading: In this reading, it is already
sufficient that John knows one place or another where one waredffee mugs. Relative to this reading
the inference in (3) is felt to be invalid. Finally, let's Fea look at (4). Intuitively, (4) is felt to be invalid,
too (at least in one reading). Why is that? It seems that ia eag-phrase carries an overt restriction, the
knowledge attributed to the matrix subject tends to not oelste to the verbal predicate, but to extend to
thewh-phrase’s restriction: John is asserted to know of all sttelesho came to the party that they came
andto know that they are students. This is called the ‘de dictatling of thevh-phrase/-complement.

Crucial for Groenendijk and Stokhof's argumentation isda& in (2) and (4). Firstly, in Karttunen'’s (1977)
approach a question likehich students camis taken to denote the set of true propositions of the farm
came wherex is a student, cf. (5b); secondly, it is assumed that to knowestipnQ is equivalent to know
every element irQ. Thus, Karttunen'’s analysis accounts for (1), but it dogsacoount for (2); nor does it
account for (4) (since the restrictigtudents not part of the condition op).

(5) a. John knows which students came.
b. Ap3ax[student(w)(x) A p(w) A p = Aw. camew’)(X)]
c. Apax[studentw)(x) A p(w) A (p = Aw./camew’)(X) vV p = Aw.”=cam&w’)(X))]

To account for strong exhaustive readings, Karttunen (1817) discusses (5c) as a possible alternative anal-
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ysis, but gets to the conclusion, that this analysis neells tejected, since it implements truth-conditions
that are too strong. (Consider, e.g., the senteluten knows which elementary particles have been dis-
covered so fa) Groenendijk and Stokhof, on the other hand, propose agsitipnal analysis in which
wh-complements denote strong exhaustive propositions.J8éwy, Bill, and Mary came to the party, then
who came to the partgssentially encodes the information that John, Bill, Mang nobody else came to
the party. This analysis can be shown to capture the ‘de’'diedaling in a very straightforward way, and to
be extendable to also account for non-exhaustive readifigsoenendijk and Stokhof, 1984, 534ff).

Weak exhaustiveness in this account is just an entailmesttafig exhaustiveness. However, most notably
Berman (1991) and Schwarz (1994) show that predicatesdikell or to rattle off show a strong tendency
towards a weak, but not strong exhaustive reading:

(6) a. John told Peter who came to the party.
b. John rattled off who came to the party.

Heim (1994) and others conclude from these facts that wimetgded for an empirically adequate semantics
for wh-complements is a more flexible approach to exhaustivitystinategy being to enrich a variant of
Karttunen’s semantics with different kinds of answerhoodditions. In the remainder of this paper, | will
first discuss the most prominent proposal of this kind, ngriel Heim/Beck/Rullmann approach, and | will
show that this approach does not account for an importasg ceempirical data. Following this discussion,

| will —basically pursuing the same strategy— develop aarakitive approach within traditional possible
worlds semantic8 This approach crucially relies on the assumption that emi@eah-interrogatives denote
generalized quantifiers ranging over properties of truevans In the last part of the paper, | will finally
present a pragmatic analysis of the ‘de dicto’ reading thhtised on the use of structured propositions.

2 Embedded Interrogatives and Exhaustivity Effects

As already hinted at in the last section, Heim (1994) showetgtail that it is in principle possible to enrich
Karttunen’s semantics for embedded questions with answericonditions resulting in a propositional
approach (more or less) in the spirit of Groenendijk and Bbdkintuitively speaking, in a sentence like
John knows who came to the patiye matrix predicatknowrelates the matrix subject to the (denotation of
the) answer to the embedded questi@mather than to the (denotation of the) embedded queQidself.
Since answers are of a propositional nature, it is stradgitird to derive an answerhood conditmmswer;
implementing weak exhaustiveness by simply taking the$etetion of the question’s denotation, cf. (7a).
(This could be a type-shifting operation or triggered bylthécal semantics of the embedding predicate.)

(7) a. [answery(w)(QI := N [QI(w) (type(s, t))
b. [answer2(w)(Q)] := Aw'[([QI(w) = N [QI(w")] (type (s, 1))
c. [answerz(w)(Q)] := AP3IP[P(w)(p) A Q(w)(P) A p(w)] (type((s, ((s, 1), 1)), 1))

Using Groenendijk and Stokhof's mechanism of derivingipiarts by comparing denotations in each pos-
sible world, we can derive a second answerhood conditiaswero, on the basis odinswery, cf. (7b). This
answerhood condition is (almost) equivalent to Groen&ralijd Stokhof's analysis offh-complements
and therefore licenses inferences exemplifying stronguastiveness. Finally, to account for non-exhaustive
readings, Beck and Rullmann (1999) propose to add anotlareahood condition to the analysigsiswers,
which is essentially an existential generalized quantifier properties of propositions, cf. (7c).

When discussing questions of exhaustiveness, the reliesature almost exclusively focuseskmowtype
predicates which have been dubledensionain Groenendijk and Stokhof (1982). If we have, however, a
somewhat closer look at the so-callagensionabredicates of thevondertype class,

(8) a. Johnwonders where he can buy a coffee mug.
b. John wants a detailed list (of) who plans to attend thearamice.
c. John investigates which/how many predicates embedgximaustive interrogatives.

1 Being primarily concerned with extensions and/or modifiat of the traditional Hamblin/Karttunen approach, | wiaeniter here
into a discussion of the interesting proposal presenteainRooy (2003).



we can observe exactly the same phenomenon: predicates aldbs also allow for non-exhaustive —
cf. (7¢c)—, weak exhaustive —cf. (8b)—, and strong exhaestivcf. (8c)— readings. Though this is not
necessarily a problefit is a problem, if it is assumed thatondertype predicates simply denote relations
between individuals and questions (cf. e.g. Berman, 198d naore carefully Beck and Rullmann, 1999).

Inthis paper, | wantto propose that interrogatilecomplements —whether embedded under an extensional
predicate of th&nowclass or an intensional predicate of thenderclass— uniformly refer to a complete
guestion/answer sequeneegh-complements denote generalized quantifiers ranging cepepties of true
answers, where true answers are taken to be sets of truestiops. The basic idea underlying this analysisis
thatwh-complements behave in many respects parallel to indefiimtextensional and intensional contexts.
Within a Montague-style analysis, indefinites denote galimyd quantifiers ranging over properties of
individuals. If the indefinite is embedded under an intenaigredicate (in its de dicto reading) like, e.g.,
seel{oftype(s, ((s, ((s, (e, 1)), 1)), (e 1)))), the quantifier'sintension serves as the semantic argtohtre
intensional predicate. If itis embedded under an extesjmedicate like, e.gfind (of type (s, (e, (e, t)))),

the quantifier leaves a trace of tygend raises to a position above the extensional predicdée,@nsequence
the order of functor and argument is inversed.

(9) John seeks a unicorn.
a. seeksw)(John, Aw’.AP3Ix[unicorn(w’)(X) A P(w")(X)])
b. AP3x[unicorn(w)(X) A P(w)(X)](Aw’AX.finds(w)(John, X))

A similar analysis is in fact available in casewh-complements. Suppose the unembedded vafpaaf
the questionwhere he can buy a coffee mdgnotes inw the set of (not necessarily true) propositions of the
form he can buy a coffee mug gtwherex is some place iw. Suppose furthermore that any subXeif Q

in w is a possible answer 1@ in w ([answer(w)(X)(Q)] = 1 iff X € Q(w)), and that it is a true answer,
if every proposition contained iX is true ([true(w)(X)]] = 1iff Vp, p € X, p(w) = 1). Given this, the
wh-complement in (10a), in its non-exhaustive reading, isgassl the denotation in (10b), an existential
generalized quantifier over properties of true answers.

(10) a. (John knows) where he can buy a coffee mug
b. AwAPIAX[(answer(w)(X)(Q) A true(w)(X)) A P(w)(X)]

Being an extensional question embedding predidatewis of semantic typés, (({s, t), t), (e, t))) (and

of type (s, ((s, t), (e, t))) if it embeds a declarative complement); thus, to avoid a tygamatch, thavh-
complementneeds to raise at LF, cf. (11c). Its interpratatsults in exactly the intended reading, cf. (11b):
John needs to know some answer to the questMirere canil buy a coffee mug?

(11) a. John knows, where he can buy a coffee mug.
b. John[ 1[[where he can buy a coffee mug] [ 2 khows t]]]]
c. Aw.AX[(answer(w)(X)(Q) A true(w)(X)) A know(w)(X)(john)]

In its overall shape this analysis is very similar to the gsialof non-exhaustive readings in Beck and Rull-
mann (1999), the only difference being that in the Beck/iRatn approachnswer3 ranges over properties
of propositions, rather than over properties of sets of psijons as proposed here. But there are two more
crucial differences. Firstly, | explicitly assunveonderpredicates to be intensional question embedding
predicates of typés, ((s, ({S, ({(S, ), 1), 1)), 1)), (e, 1))}, i.e., (12a) is interpreted as (12b).

(12) a. Johnwonders where he can buy a coffee mug.
b. wondergw)(john, Aw’AP3X[(answer(w’) (X)(Q) A true(w’) (X)) A P(w")(X)])

2 The Heim/Beck/Rullmann approach could in fact be genezdlipwondertype predicates along the lines suggested by the analysis
in Groenendijk and Stokhof (1982). We will see, howevert tie proposal presented below shows some additional siiege
implications related to the analysis of quantificationaialaility on the one hand, and the ‘de dicto’ reading on theeohand.

3 Following Karttunen (1977), | assume that to know a set oppsitionsX is equivalent to know every propositigthat is an element

of X. As Karttunen noted himself, there is a potential problerihie empty set: If the set in question is empty, khewrelation is
trivialized. There are two remarks in place here. Firsg ot strong intuitions that in non-exhaustive readings shiuation seems to

be excluded by background assumptions, i.e., by some kiedistiential presupposition. This is, however, most prpabt true for
exhaustive readings. | will therefore assume that emgtcomplements are always subject to a strong exhaustivepietation. In

this case the matrix subject will know the proposition thnet tnaximal true answer to the question is the empty set 8£) (ielow).



Thus, whatever the correct lexical semanticsvohderlooks like, non-exhaustive (de dicto) readings are
predicted to be possible not only in cas&konbwtype predicates, but also in casenindertype predicates.
Secondly, the answerhood conditianswer3 in Beck and Rullmann’s approach is very different from
answerl andanswer2, and it seems to have some kind of independent status. bntigsis proposed here,
the non-exhaustive reading is the most basic answerhoatitmmin the sense that it serves as the starting
point to derive both the weak and the strong exhaustive ngadhe weak exhaustive reading (not the strong
exhaustive one as in Rullmann (1995)) is derived by addingrimmality constraint as a condition oX,

cf. (13b)* weak exhaustive answers are simply maximal true answeessifhng exhaustive reading, in
turn, is derived on the basis of the weak exhaustive readind,captures exactly the closure condition
intuitively underlying strong exhaustivity: the propefyof ‘being known by John’ ¢ X. that John knows
X") not only applies to the maximal true answ¥r but extends to its description of being a maximal true
answer, cf. (13c¥:John knows the maximal true answer, and he knows that thigaarisin fact the maximal
true answer. This way of defining strong exhaustivenessoisly avoids the potential problems related to
incorporating strong exhaustiveness in a set-based agipesadiscussed in Karttunen (1977).

(13) a. AwAPIX[(answer(w)(X)(Q) A true(w) (X)) A P(w)(X)]
b. AwAPIX[max(X, LY.answer(w)(Y)(Q) A true(w)(Y)) A P(w)(X)]
c. AwAPIAX[max(X, AY.answer(w)(Y)(Q) A true(w)(Y)) A P(w)(X)
A P(w)(Crw’.max(X, AY.answer(w’)(Y)(Q) A true(w)(Y)))]

From what has been said by now, it should be clear that weakustive and strong exhaustive (de dicto)
readings are predicted to be available in casgafdertype predicates as well, i.e., the data presented in (8)
above can be accounted for. This is apparently not true fipgsals like Berman (1991) and Lahiri (1991,
2000) that analyse answerhood conditions as special restarf a phenomenon dubbed theantificational
variability effect cf. (14), which is generally assumed to be only availablesise oknowtype predicates.

(14) John mostly knows who cheated at the exam.
(= For most people, who cheated at the exam, John knows thatlitl.)

This does not mean, however, that the analysis presenteg &bim any way incompatibel with a straight-
forward treatment of the quantificational variability da@m the contrary. Since raising tidr-complement

in case ofknowtype predicates leaves a trace of type ‘set of proposifiansl since this trace is in the
c-command domain of the quantificational adverb, there lshmeiseveral ways to approach the syntax and
semantics of quantificational adverb§hough I'm not yet in a position to give a fully explicit acanof

all the intricate problems related to these effects, I'd lix nevertheless sketch a possible analysis that gives
an impression of what such an account could look like. Fiosistder once more the proposed analysis in
case of a, say, weak exhaustive reading. Wheeomplement raises to the matrix-VP for type reasons and
leaves a trace of type ((s, t), t). This LF is interpreted in (15c) and reduces to (15d).

(15) a. Johnknows, who cheated at the exam.
b. John[1[[who cheated at the exam] [ 2 [knows b]]]]
c. John Ax [APIX[max(X, LY.answer(w)(Y)(Q) A true(w)(Y)) A P(w)(X)] (A X. x knows X)]
d. Aw.3X[max(X, AY.answer(w)(Y)(Q) A true(w)(Y)) A know(w)(X)(john)]

Now consider the variant (16a) of (15a) containing the qifiaational advertmostly Suppose that the
quantificational adverimostlyis coindexed with thavh-complement, cf. (16a), and that raising the-
complementleaves a complex trace of typd), cf. (16b). By assumption, the interpretation of the comple
trace consists of (i) a variabb¢ of type ‘set of propositions’ bound by the moveti-complement, and (ii)
a choice function variablé of type (((s, t), t), (s, t)) operating on the variabl¥ and being bound by the

4 Maximality is defined in the usual manngmax(X, P)l = 1iff (i) [P(X)] = 1, and (i)[VZ(P(Z) — Z < X)] = 1. It should
be noted here that this way of defining maximality copes wlittha potential problems related to the use of maximalitgrapors as
discussed in detail in Beck and Rullmann (1999). This is §irbpcause this definition —likanswerl— operates on a propositional
level. Note also that it is important to distinguish semesitiom pragmatics in case of maximal answers. If, for exairgl propositions
contained in the maximal true answer are linearly orderel mispect to the entailment relation (i.p3, € p2 < ... C pn), then the
maximal true answer is the sigby, po, ..., pn}, but —following Gricean maxims— a speaker will only artiatd pp,.

5 The operator®’ shifts a proposition to the singleton set containing it.

6 Note that in Beck and Rullmann (1999)'s analysis the traserefers to an (unstructured) proposition.



coindexed quantificational adverhostly cf. (16c)! Given thatmostlyquantifies over minimally defined
choice functions (i.e., choice functions with domg&iiiX)}), this results in the representation in (16d), where
[most(x fi .know(w)( fi (X))(john))]9 = 1 if and only if for most choice function§ with domain{g(X)}
John knows the proposition(g(X)). This is, of course, essentially equivalent to the propmsithat for
most people who did cheat at the exam, John knows that they did

(16) a. John mostlyknows, [who cheated at the exam]
b. John[1[[who cheated at the exam] [ 2 [mhostly knows b i]]]]
c. Johnix [APIX[max(X, AY.true-ans(w)(Y)(Q)) AP (w)(X)] (A X. x mostly A f; [ knows fj (X)])]
d. Aw.3X[max(X, AY.true-ans(w)(Y)(Q)) A most(A fi .know(w)( fij (X))(john))]

This sketch of an analysis shows that there is indeed a catigmas way to derive the interaction of an-
swerhood conditions and quantificational adverbs with& ghoposed approach, while at the same time
predicting that this effect is only available wikmowtype predicates. (The analysis presupposes (i) raising
of thewh-complement, and (ii) that the relevant predicate also stgdyorizes for declarative sentences.)
Technically, it is in principle possible to generalize thisalysis to hon-exhaustive and strong exhaustive
readings. It seems to me, however, that the readings iniquest filtered out pragmatically and/or seman-
tically: In case of non-exhaustive readings we systemiatieaipect the possibility thaX only denotes a
singleton set, and in case of strong exhaustive readingmithdmality condition is always contained in a
singleton set. Depending on one’s theory, this is inconbfmtiith the semantics ahostor it trivializes its
semantics.

3 Embedded Interrogatives and the ‘de dicto’ Reading

Inthe previous section it has been shown that the proposed@éeed quantifier analysiswh-complements
allows for a type-uniform treatment of all relevant ansveerth conditions, that it correctly predicts that these
answerhood conditions play a crucial role not only in theaetics ofknowtype predicates, but also in case
of wondertype predicates, and, finally, that it is promising withpest to the treatment of quantificational
variability effects. But what about the invalidity of infamces like the one presented in (4) above? If one has
a closer look at the definition of the answerhood conditiofLBc), repeated here as (17), it becomes clear
that the two maximality conditions together encode exatttysame information that does Heim’s (1994)
notionanswers: X is the Karttunen denotation of the question Q evaluateddsdin, and the proposition

to be known consists of all worlds’ in which the Karttunen denotation @ is identical to that inw.

(17) AwAPIX[max(X, AY.answer(w)(Y)(Q) A true(w)(Y)) A P(w)(X)
A P(w)(Caw’.max(X, AY.answer(w')(Y)(Q) A true(w)(Y)))]

In Heim (1994) it is proven thainswers is essentially equivalent to Groenendijk and Stokhof'dysis of
wh-complements, and thus incorporates —apart from stronguestiveness—a ‘de dicto’ reading of tivle-
phrase/-complement. Itis also shown that we can nevegbdkrive a ‘de re’ reading —the reading in which
(4) is a licit inference—, if we employ some mechanism th&ives us to prevent thevh-phrase’s world
argument to be bound within the scope of the matrix predicgitece the conditiomnswer(w’)(Y)(Q)
rewrites as, e.gip3ax[student(w’)(x) A p = Aw”.x cheated at the exam inw”], the strong exhaustive
‘de re’ reading can be represented within the analysis dpeel in the last section as stated in (18): The
proposition to be known now consists of all worldsin which the Karttunen denotation  is identical

to that inw, but with the possible difference thafs no student inv’.

(18) AwAPIX[max(X, AY.answer(w)(Y)(Q) A true(w)(Y)) A P(w)(X)
A P(w)(Caw’.max(X, AY.answer(w)(Y)(Q) A true(w’)(Y)))]

Actually, | will assume from now on that the strong exhausstigading ofwh-complements is always to
be represented as a ‘de re’ reading. The reason for this ifotlegving: It is not only strong exhaustive
readings ofvh-complements that allow for a ‘de dicto’ reading of twk-phrase; the same phenomenon can
be observed, for example, in case of non-exhaustive regdifig19a), which is ambiguous between a ‘de
dicto’ and a ‘de re’ reading, and (19b) which only allows fdda dicto’ reading.

7 true-ans(w)(Y)(Q) is used as a shorthand fanswer(w)(Y)(Q) A true(w)(Y).



(19) a. John knows which students attended the conference.
b. 1 know which students attended the conference.

In case of non-exhaustive answers, however, there is ofseown way to derive the ‘de dicto’ reading
from strong exhaustiveness. | think —and here | follow Bec#t Rullmann (1999) who argue for the same
conclusion, though on the basis of different data— thatdhisstitutes strong evidence for the assumption
that strong exhaustiveness and ‘de dicto’ readings are taebhted as independent phenomena.

But what could such an analysis of the ‘de dicto’ reading l6k&? Beck and Rullmann (1999) propose
a semantic account of this reading. The basic idea is to jporate thewh-phrase’s restriction into the
propositions denoted by the question, and to allow for some &f flexible binding of its world argument.
One problematic aspect of this approach is that it doesitluele a ‘de re’ reading in case of 1st person
matrix subjects, cf (19b) above. Of course, it is always {isso filter out the unavailable reading by some
pragmatic mechanism. But if we have to invoke pragmaticsvayywhy shouldn’t we take the direct route?
This is what | want to propose in the following.

If we follow the arguments presented in Krifka (2001) in favof a structured meaning approach to questions
and answers, it seems straightforward to assume that indepgvh-interrogatives denote sets of structured
rather than unstructured propositions, cf. (20) (cf. alsicR, 2002, 2003, for a detailed analysis).

(20) a. Which students cheated at the exam?
b. AwAp3ax[student(w)(x) A p = (X, AyAw'.y cheated at the exam inw’)]

In this case, howeveryah-complement denotes a generalized quantifier over presefisets of structured
propositions, and we need to specify what it means to knowwatstred proposition. Here we can take
advantage of the semantics for propositional attitudesldged in Cresswell and von Stechow (1982):

(21) John knowsgPeter, Ax.that x cheated at the exans true inw iff (i) there is an acquaintance relation
¢ s.t. John uniquely refers to the person Petercyiand (ii) John self-ascribes the property of being
acquainted with a person viawhich has the propertyx.that x cheated at the exam

The crucial point here is that the truth-conditions of prsifional attitude verbs are relativized to ‘ac-
quaintance relationg' like, e.g., names, definite descriptions, and other s@teghbugh not necessarily
linguistically expressed cognitive relations. With resip® the ‘de dicto’ reading ofvhich-complements,
this relativization to acquaintance relations now openthegpossibility of a pragmatic account. The basic
idea is as follows: Usage of the explicit restrictihich studen{instead of the simplewho) correlates
with a conversational point and thus triggers an implicatdiis implicature is intended to convey the
information that either ‘being a student’ is part of the agigtance relatiog; holding between the speaker
and the person Peter, or it is part of the acquaintanceaalggiholding between the matrix subject John
and Peter. In the latter case this is exactly the readingstatiled ‘de dicto’ in Groenendijk and Stokhof
(1982) with respect tavh-complements. If the matrix subject is 1st person, the spresaid the referent of the
matrix subject coincide, and consequently only a ‘de distading is available; this immediately accounts
for the contrast observed in (20).

4 Summary

In this paper, | tried to make two empirical points. Firsipswerhood conditions do not only play a central
role in the syntax and semanticslofowtype predicates, but also in the casenafindertype predicates.
Secondly, strong exhaustiveness and the ‘de dicto’ reaglinghich-complements are two independent
phenomena. With respect to the first point, | proposed awboithe Hamblin/Karttunen semantics foh-
interrogatives, in whiclwvh-complements denote generalized quantifiers over pregesfi(maximal) true
answers (construed as sets of propositions), and | sketchessible analysis of quantificational variability
effects within this generalized quantifier approach. Witbpect to the second point, | outlined a pragmatic
account of the so-called ‘de dicto’ reading that cruciadlijes on the use of acquaintance relations.
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