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We investigate how different types of noun phrase (NP) complexity in scientific texts 
affect the reading times of experts and novices, for both in-domain and out-of-domain 
texts. The use of complex NPs is a key feature of scientific writing (Biber & Gray, 
2011). For sentence processing, NP complexity can pose various challenges: More 
complex structures often include longer dependencies between head and dependent, 
increasing the integration cost of syntactic elements (cf. Dependency Locality Theory, 
Gibson, 1998). Moreover, complex NPs allow for information to be transmitted in a 
more compressed way increasing implicitness (Biber & Gray, 2010): Logical relations 
between the constituents of a compound remain implicit. Previous eye-tracking 
experiments show that increased complexity correlates with increased reading times 
(e.g. Just & Carpenter, 1980, for scientific texts). Individual reader characteristics, e.g. 
background knowledge and experience, also influence reading comprehension 
(Kendeou & Van den Broek, 2007). This is particularly the case for scientific texts, 
typically targeted at an expert audience (Halliday, 1988). Previous studies have 
considered word frequency or novelty (Just & Carpenter, 1980), dependency locality 
(Demberg & Keller, 2008) or terminology (Škrjanec et al., 2023) as complexity 
features. 
We consider grammatical complexity by looking at structural compression (Biber & 

Gray 2016, p. 207). In particular, we analyze (a) different types of NP modification, i.e. 

different degrees of compression (see Table 1), and (b) differing internal structure (see 

Table 2). We use PoTeC (Jakobi et al., 2024), a German naturalistic eye-tracking-

while-reading corpus of university students (novices: BA, experts: MA, PhD) of biology 

or physics reading in/out-of-domain textbooks. We foresee an effect of expertise, given 

higher domain knowledge for experts vs. novices: increased processing difficulty for 

novices for NPs with higher degree of compression and more complex internal 

structure, such as compounds, compared to e.g. nouns modified by a genitive 

construction. Additionally, experts are likely to outperform novices when reading texts 

from other scientific fields as their general scientific reading competence provides an 

extra advantage. 

We fit linear mixed effects regression models using the lme4 (Bates et al., 2015) 
package in R (R Core Team, 2023). Our dependent variables are first-pass reading 
time, total fixation time and total no. of incoming regressions. Our predictors are NP 
modification type or internal structure, and reader expertise, allowing us to model the 
effect of NP complexity considering reader’s level of expertise and domain familiarity. 
As in previous work, we control for word length, type frequency, technicality of a term 
and surprisal. We also include an interaction of complexity and expertise, technicality 
and expertise as well as by-subject and by-word random effects. As a result, we aim 
to highlight the role of NP complexity on processing difficulty, and its interaction with 
readers’ domain expertise. 
 

 
 
 



 
Table 1: Compounds with different types of modification 
 

Modification type (degree of 
compression) 

Example 

Nominal compound (higher 
compression) vs. modification by 
adjective (lower compression) 

Wildtypprotein vs. endogenes zelluläres 
Protein 

Nominal compound (higher 
compression) vs. modification by 
genitive construction (lower 
compression) 

Phosphatverarmungszonen vs. 
Wellenvektor des Elektrons 

 
Table 2: Compounds with differing internal structure 
 

Internal structure Example 

Compound with one vs.  
two dependents 

Energieminimum vs. 
Phosphatverarmungszonen 
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