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Language model surprisal is often used as a rough measure of the difficulty of processing 
language (Goldstein et al., 2022; Wilcox et al., 2023), with more surprising tokens held to 
correspond to more difficult or contentful units of speech. This is often extended to “novel 
and unexpected” information (Xu and Futrell, 2024), with the implicit linking hypothesis that 
new information is more surprising. This posits a link to information status: the givenness 
or newness of entities and mentions in discourse (Chafe, 1976), which is itself known to 
affect the effort in processing words and sentences (Asahara, 2017). 
 
Information status captures what speakers find predictable given previous context (Prince, 
1981). This is mirrored by the learning objective of language models- maximising 
predictability of upcoming tokens- and the attention to long-range context in transformer-
based models. The implicit topic-modeling in such models also mirrors the view that given 
information corresponds to that which is topical (Givón, 1983). This accounts for bridging 
references in discourse, where entities not previously introduced are nonetheless 
unsurprising due to their semantic link with previous context (Clark, 1977; Clark and 
Haviland, 1977). From this perspective, it is credible that sufficiently context-aware 
language models’ surprisal values could approximate the information status of referents 
and mentions in discourse as experienced by human interlocutors. 
 
On the other hand, this view contrasts with the more explicit view of information status 
usually evident in the design of information status and coreference corpora, whereby 
referents in discourse are explicitly assigned an information status attribute by the receiver 
at each mention in the discourse depending strictly on whether they have been mentioned, 
be that categorical (Gundel, Hedberg, and Zacharski, 1993) or gradient (Arnold and Griffin, 
2007). 
 
Despite the interest in these conflicting views, there has as yet been no direct corpus-
based study of the extent to which language model surprisal is correlated with, or is 
predictive of, information status- and vice-versa. A finding that language models 
approximate information status would be both a contribution to the debate on the nature of 
information status representation and effects (Arnold, 2016); and support for the practical 
approach of using language-model surprisal as a quantitative measure or stand-in for 
information status. 
 
To study this, we will measure the link between information status and transformer 
based language model surprisal on the English and Portuguese portions of CiepInf (Dyer 
et al., 2024) a parallel multilingual corpus annotated for information status and coreference. 
We will compare the performance of a set of language models with different parameter 
sizes, architectures and context-sizes. We aim to shed light on the extent to which 
information status correlates with, or predicts, surprisal, and vice-versa; and the extent to 
which surprisal informs the actual forms of language use in new and given mentions. If 
such a pattern of interaction is found, we will have some more evidence to support the 
predictability-based view of information status. 
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