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Surprisal [1, 2] measures predictability in context and has been accepted as a metric of per-word
human processing effort [3-5] with surprisal estimated using large neural language models (LMs).
Recent work indicates LMs with a higher quality (and a lower perplexity) do not necessarily corre-
spond to a better fit to human reading times (RT) [6] and that they likely underestimate the surprisal
of low-frequency words [7]. A way of adjusting for this is to use temperature scaling of LM outputs to
make the probability distribution less certain. Liu et al. [8] show that surprisal estimates are closer
to human reading times when surprisal is temperature-scaled. Additionally, they show this benefit
is driven by words that are split into multiple subwords. This poses the question whether LMs are
overestimating the processing difficulty due to subword tokenization and how this overestimation
explains why temperature scaling differentially impacts RT of standalone versus split subwords.

In our study, we model reading times during naturalistic reading and calculate surprisal with the
small GPT2 LM. We use the Dundee eye-tracking corpus [9], but instead of using word-level gaze
duration measures, we re-calculate the measures for each subword based on the GPT2 tokenizer.
We consider the log-transformed total reading time of each subword and fit a baseline mixed-effects
regression with subword surprisal and length, word and subword frequency, position as predictors,
including a binary split-indicator of whether a subword stands alone or is rather a part of a word.
The experimental model included surprisal from GPT2, which has been temperature-scaled. We
explore the range between 1 and 10 for scalar values, where a larger value results in a less certain
probability distribution over the vocabulary and a higher surprisal for most words. To establish the
effect of temperature scaling, we compare the log-likelihoods of the base and experimental model
in the delta log-likelihood metrics, where a larger value indicates a better fit above the baseline.
Our results show that the split-indicator has a main effect above and beyond the length and fre-
quency of the subword: words that are split are read more slowly. Our results also reveal that the
effect of temperature scaling is not equally beneficial for all subwords. As shown in Figure 1, delta
log-likelihood values indicate that single-subword words and the first subword of a split word profit,
as their predicted reading times are closer to observed times after their surprisal is increased via
temperature scaling. This contrasts the result for subwords that are in the middle or at the end of
a word (e.g. can’t, four-yearly). We suspect that these are high-predictability continuations of the
first subword. Increasing their surprisal does not correspond to human processing effort.

We plan to extend the analysis to synthetic languages (such as German or Finnish) with longer com-
pound words and richer inflection. The analyses will add to the discussion of cognitive plausibility
of subword tokenizers [10, 11].



Subword Type
Single-Subword Word
| First
— Middle
0.00 [ =] — Last
'l
-0.01 |
""I"\_
0.02 |4\
\\
\ \\\.
\ N
-0.03 N ————
2.3 5.0 75 10.0
Temperature

Figure 1: Effects of temperature scaling on delta log-likelihood values for different subword types
across temperatures 7' € [1, 10].
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