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Mediated  language,  a  result  of  translation  or  interpreting,  has  been  confirmed  as
identifiably distinct from comparable original production in the target language. The factors
that trigger specific linguistic choices in translation and interpreting remain unclear. This
computational  study investigates the explanatory potential  of the information-theoretical
account  of  language  processing  for  parallel  simultaneous  interpreting  data.  The  data
comes  from  EPIC-UdS  (Przybyl  et  al.,  2022),  a  corpus  which  contains  manual
transcriptions of recorded European parliament speeches and their  interpreting in both
directions for English-German language pair. Our implementation is grounded in memory
and surprisal  values computed from language-pair-specific  MarianMT models,  the pre-
trained  encoder-decoder  machine  translation  Transformer  models1.  Interpreting  data
(transcripts of spoken language) is deemed more suitable than translation to model the
memory  component  in  a  cross-lingual  communicative  process  as  interpreting  reflects
linear online processing that leaves little room for subsequent correction and editing typical
for a translation product. Our aim is to build a model that would approximate available data
by varying the amount of context available at the inference time. We expect that the model
will  return more optimal memory-surprisal trade-off (MST) for liberal translation strategy
when more context is available, while more literal and conventionalised choices should
achieve  comparable  MST  when  the  context  is  limited.  In  this  case,  the  specificity  of
production in the situation of cross-lingual mediation can be explained from the rational
account  of  language use,  which  stipulates  that  speakers  adapt  their  behaviour  to  the
communicative conditions to keep the processing effort at the necessary minimum. 
At  the  same time,  the  expected negative  correlation  of  cross-lingual  and  monolingual
surprisal (from a monolingual GPT2) would support the theoretical claim that production
effort in interpreting is inversely proportional to the target audience comprehension effort,
i.e.,  the more effort is invested into generating the target,  the lower its comprehension
cost. The memory component of the model will be represented by the size of the source
language context (in sentences) available to generate each segment in interpreting. The
document-level  context is the premise for various pragmatic  and discursive aspects in
translation  (deixis,  ellipsis,  lexical  cohesion,  word  order  and  information  flow),  and  its
importance has been emphasized in translation studies and has recently become one of
the directions for machine translation improvement (Voita et al., 2019; Läubli et al., 2020).
In interpreting studies, the “upstream processing of the previous parts” is hypothesized to
make comprehension “easier and faster through gradual construction of a mental model”
(Gile, 2008, p. 62). In the context of this study, the translation difficulty of the subsequent
sentences in a document is expected to be lower, potentially affecting the allocation of
cognitive resources, and hence the outcomes of the mediation process. At the same time,
some  studies  show  that  production  cognitive  load  is  often  limited  to  the  sentence
boundaries and is not imported to the next sentence (Chmiel  et  al.,  2023; Plevoets &
Defrancq,  2020).  While  cognitive  load in  interpreting  has been a  subject  of  academic
scrutiny, we are not aware of any other study where the interpreting data is modelled as
directly conditioned by the source language input.

1 https://huggingface.co/docs/transformers/en/model_doc/marian
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