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Recent studies in cognitive neuroscience suggest that when processing continuous 
stimuli such as speech, humans rely on periodic neural oscillations across different 
frequency bands (Giraud & Poeppel, 2012). If this hypothesis holds, the rhythmicity of 
oscillations imposes temporal constraints on the structure of speech. Specifically, 
theta-band oscillations are thought to align with the duration of syllables, which tend 
to be relatively stable both within and across languages (Ding et al., 2017; Varnet et 
al., 2017). Meanwhile, delta-band oscillations appear to correspond to syntactic 
phrases (Ding et al., 2016; Kaufeld et al., 2020) and/or intonation units (Inbar et al., 
2020). Given the primacy of cognitive constraints, it is plausible that both syntax and 
prosody have evolved as adaptive mechanisms, facilitating the segmentation of 
speech into perceptually manageable units for both speakers and listeners. However, 
what role does statistical information play in this process, given its recognized 
importance in language processing?  
In an earlier study (Vetchinnikova et al. 2023), we selected 97 short extracts from 
spoken corpora and re-recorded them with a trained speaker to achieve uniform audio 
quality. We then asked 50 experiment participants to listen to the extracts and 
intuitively mark chunk boundaries in the accompanying transcripts through a custom-
built tablet application. Next, we annotated all spaces between every two words for 
pause duration, prosodic and syntactic boundary strength, chunk duration, and bigram 
surprisal. Prosodic boundary strength was estimated automatically using continuous 
wavelet analysis of fundamental frequency, energy and word duration (Suni et al. 
2017). To measure syntactic boundary strength, we marked the start and end of each 
clause with a bracket and counted the total number of brackets for each space 
assigning a value of 0.5 to an opening bracket and 1 to a closing bracket. Since pause 
duration, prosodic and syntactic boundary strength as well as chunk duration were 
collinear, we built a separate logistic regression model predicting chunk boundary 
perception for each predictor. All models included random effects for listeners and 
extracts. 
We found that pause duration, prosodic boundary strength, syntactic boundary 
strength, and temporal duration significantly predicted chunk boundary perception, 
supporting the influence of the temporal constraint and the role of prosody and syntax 
in perceptual chunking. In contrast, the effect of bigram surprisal contradicted the 
hypothesis that perceptual chunks were multi-word units: chunk-final words tended to 
be less predictable while chunk-initial words tended to be more predictable. We 
interpreted this finding as evidence of a dissociation between perceptual chunking, or 
the segmentation of incoming speech into temporal units, and usage-based chunking, 
or the extraction of statistical regularities from input. 
Given the limitations of using bigram surprisal to capture statistical information, in this 
paper, I use surprisal values derived from the GPT2 model that incorporate the full 
preceding context of each extract. Preliminary results suggest that full context 
surprisal does not predict chunk boundary perception. I discuss these results from the 
perspective of the interplay between statistical and structural information in speech 
processing. 
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