
Information structure and cognitive states in the structure of German sentences

The word order of German and English is usually described as quite rigid, however with
substantial differences. Thanks to case marking, German can easily flip its unmarked
SVO order and bring non-subject elements to the topic position, while English has to
use specific constructions (Durrell 2017: 935-936). By contrast, the structure of German
sentences is organized around the predicate into three topological fields: the prefield,
the midfield and the postfield, with specific restrictions for certain constituents; for
instance, adverbial, predicate and arguments are forbidden in the postfield. Accordingly,
German can easily modify the order of verbal arguments for information structure. But
what about the order of elements in the sentence? And how does this interact with the
cognitive accessibility of these elements, which Gundel, Hedberg and Zacharski (1993)
has described as the Givenness hierarchy?
We conduct a quantitative analysis on 2,500 German sentences from miniCIEP+
(Verkerk and Talamo 2024), a parallel corpus parsed according to the Universal
Dependency (UD) framework and annotated for information structure using the schema
described in Anonymous (2024). The annotation provides referents with labels
describing the information status (given vs. new) as well as mention type (anaphor,
cataphor, predicate, apposition, discourse deixis and lexical coreference). The
annotation is not currently available for German, but we plan to project it from English to
German sentences using AWESOME, a word-by-word aligner (Dou & Neubig 2021).
For each annotated mention of a referent, we extract features building up the German
forms of the six types of cognitive states described by the givenness hierarchy (Gundel,
Hedberg and Zacharski 1993): uniquely identifiable (indefinite article + N), referential
(indefinite pronoun/referential expression + N), uniquely identifiable (definite article + N),
familiar (distal demonstrative + N), activated (distal/proximate demonstrative, proximate
demonstrative + N) and in focus (personal pronoun). We then extract the information
structure (status and coreference) and compute the relative position of the referent in
the sentence, operationalized as a scale ranging from 0 (at the very beginning of the
sentence) to 1 (at the very end of the sentence). For instance, take the German
sentence Im letzen Jahr war er zu dem ersten Mal dort gewesen ‘‘Last year he has
been there for the first time’, whose annotation is shown in Figure 1; the three annotated
mentions are: Im letzen Jahr, which is in the referential state, er, which is the focus
state, and dort, which is in the activated state.
We fit a non-linear regression models with the information status as the response
variable and relative position, coreference and type of cognitive state as the
independent variables. We expect that given referents show lower values for the relative
position i.e., when they appear at the beginning of the sentence and that different
degrees of coreference play a meaningful role in the sentence structure and processing,
similarly to what is discussed for English in Ye, Tu, and Pustejovsky, 2023.



Figure 1. The sentence Im letzen Jahr war er zu dem ersten Mal dort gewesen ‘Last
year he has been there for the first time’ annotated for Universal Dependencies (column
1-9) and for information structure (column 10).
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