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Scientific English is characterized by high informational density, technicality and ab-
stractness, making it efficient for expert-to-expert communication (Banks, 2003; Biber
& Gray, 2011, 2016). Over time, scientific English has evolved to balance lexical in-
novation (e.g., new technical terms) with grammatical conventionalization to ensure
communicative efficiency, e.g., favoring nominal over verbal structures (Degaetano-
Ortlieb & Teich, 2019; Teich et al., 2021). In this work, we explore the diachronic
mechanism(s) of communicative efficiency focusing on sentence processing.
Incremental sentence processing is assumed to depend on two factors: working mem-
ory (Gibson, 1998; Lewis & Vasishth, 2005) and expectation (Hale, 2001; Levy, 2008).
Both are involved in linguistic change in scientific English (Degaetano-Ortlieb & Teich,
2019; Juzek et al., 2020),but how they interact diachronically is still an open ques-
tion. To address this, we use the Memory-Surprisal Tradeoff (MST; Hahn et al., 2021),
which specifically models the interaction between these two factors. The MST indi-
cates how much information a reader from a specific period needs to store in memory
to reduce surprisal maximally compared to a reader from another period. We assume
the MST to change over time as the linguistic code adapts to periods of innovation
and conventionalization, that is, we expect the MST of some time periods to be less
optimal than the MST in others, depending on the rate of innovation.
As a data set, we use the Royal Society Corpus (RSC; Fischer et al., 2020), covering
scientific publications from the Royal Society from 1665 to 1996. We split each decade
into a train and test section, and then estimated token-level surprisal on the test set
from a language model trained on the train set using the base version of the OPT
architecture (Zhang et al., 2022).
Figure 1 shows MST curves for four decades (each 100 years apart). The 17thc.
shows the best MST, achieving with one bit of memory the lowest average surprisal
(<7). In 1785-1795, the decade of the chemical revolution (Degaetano-Ortlieb & Te-
ich, 2019), the MST deteriorates drastically: with the same amount of memory (1 bit),
a much higher surprisal is needed on average (around 8 bits), possibly due to a vo-
cabulary expansion resulting from the new discoveries at the time. In 1885-1895, the
MST improves, which might be related to a period of conventionalization in the 19thc.
(cf. Degaetano-Ortlieb & Teich, 2019). In 1985-1995, the MST deteriorates again, re-
flecting the immense increase in scientific activities in the 20thc. leading to the further
expansion of a specialized vocabulary (Steuer et al., 2024) indicating specialization
and diversification trends.
Overall, our findings suggest that during periods of innovation and specialization lexical
expansion is rather disadvantageous to the MST. To obtain a more comprehensive
picture, we want to compare (a) rather conventionalized patterns with a high degree
of formulaicity (e.g., it is ADJECTIVE to/that, passive constructions), which should
show an improvement of the MST, and (b) lexically productive nominal constructions
(e.g. nominal compound, noun-of-noun pattern), which should show a comparatively
less favourable MST. This comparison will allow us to further inspect the diachronic
mechanisms of communicative efficiency at work over time.



Figure 1: Memory-Surprisal Trade-Off (in bits) for four selected decades in the RSC, including
the decade marking the end of the chemical revolution (1785-1795).
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